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SUMMARY

One of the major obstacles to modeling discrete fracture and fragmentation of materials within the

�nite element (FE) framework is the inability to easily model the resulting geometry changes. This

paper presents an algorithm for three dimensional element cohesion and separation implemented in the

explicit FE code DYNA3D. The algorithm handles mesh de�nition and solution diÆculties necessary

for general element separation with minimal additional e�ort required of the user.

The algorithm modi�es the standard mesh de�nition so that element separation does not require

remeshing. The original continuity of the structure is maintained by averaging the nodal accelerations

for each coincident node set then applying this average acceleration to each of the nodes in the

set. When speci�ed failure criteria for an interface are met, averaging is no longer performed, thereby
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2 JM GERKEN, JG BENNETT, FW SMITH

allowing the coincident nodes to separate and create new surface. The new surface can be automatically

incorporated in the contact de�nition so that the contact of these new surfaces is modeled using the

same contact considerations of the original FE model.

Following a discussion of historical and current FE fracture/fragmentation models, the general

framework of the algorithm are presented. Also, results are presented that show the algorithm simulates

surface creation in a variety of simulations. Copyright c 2000 John Wiley & Sons, Ltd.

key words: �nite element; fracture simulation; element separation

1. INTRODUCTION

Simulating fracture has long been a goal of the numerical modeling community. The major

reason for this protracted e�ort is that fracture is a signi�cant occurrence in terms of structural

behavior. Fracture not only a�ects the deformation and load carrying capacity of the structure,

it also changes the geometry. These items imply two areas that must be addressed to provide

a numerical model of fracture: 1) the onset and continuation of fracture, and 2) the geometry

change/surface creation that accompanies fracture. Both of these areas have independently

provided researchers ample subject matter and the coupling of the two areas is still an elusive

target.

Numerical evaluation of fracture onset criteria is a somewhat mature area in which, with a

reasonable amount of e�ort, a numerical modeler can evaluate fracture criteria to determine

when a structure will fracture [1]. While many of these methods may be cumbersome to apply

in a general sense (i.e. for any number of cracks occurring at arbitrary locations in a numerical

model), their application has proven useful in many scenarios. Modeling geometry changes that

are not a direct result of structural deformation has likewise been implemented in and applied
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AN ALGORITHM TO SIMULATE SURFACE CREATION 3

to a wide range of numerical models with similar success. DiÆculties that arise in modeling

geometry changes in general, and speci�cally fracture, include the evaluation of failure onset

and growth criteria and following geometry evolution that results from crack propagation.

For example, the accurate evaluation of shear band formation resulting in material separation

using a �nite element (FE) model requires exquisite knowledge of the material behavior in the

plastic regime and a FE model that can both capture and follow this behavior.

Use of the FE method to simulate surface creation can be grouped into two categories. The

�rst is intra-element techniques in which surface creation is modeled within a �nite element

by modi�cation to the elemental sti�ness matrix. Typical intra-element techniques include

modi�ed interpolation functions to match discontinuities between crack faces [2] and erosion

of stress bearing capacity based on continuum damage mechanics [3] or other criteria.The

primary advantage of the intra-element method is that surface creation is incorporated into

the element formulation and the use of these techniques is similar in complexity to the use of

other �nite elements. The disadvantage to using these methods is the mesh distortion that can

arise because of large relative motions between the surface faces and/or formation of many new

surfaces that result from several cracks propagating through a structure. In addition, erosion

of stress bearing capacity of elements often results in crack tip blunting that is not typical of

crack propagation.

The second category is exo-element techniques in which the surface creation is explicitly

modeled by separation of adjacent �nite elements. Common exo-element techniques include

continuous element interfaces [4, 5], zero or small volume interface elements [6, 7], and interface

cohesive models [8]. Another, less common, method of exo-element separation is a Lagrange

Multiplier approach which is commonly used to connect dicrete domains of elements and has
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4 JM GERKEN, JG BENNETT, FW SMITH

found use in parallelization of numerical schemes for elliptic partial di�erential equations [9].

The advantage of the exo-element technique is that the explicit handling of surface creation

is similar to methods of discretization used for standard simulations in which the geometry

does not change. One common disadvantage is that the mesh must usually be de�ned so that

elements can separate from one another, either during original discretization or during the

solution process. If this is addressed in the original discretization, a method to maintain the

continuity of unseparated interface must also be incorporated into the FE solution.

This paper presents a method to address the non-standard mesh de�nition required by exo-

element techniques. Speci�cally, this paper presents a method to modify a standard FE mesh to

allow for element separation and to enforce displacement continuity across element interfaces

until a failure criterion at the interface has been met. The method has been incorporated into

the explicit FE code DYNA3D [10] and is transparent to the modeler. The method allows for

simple evaluation of failure criteria and provides a trusted framework for the veri�cation and

validation for numerical models of fracture and fragmentation.

2. FE FRACTURE MODELS

The three most common approaches to exo-element modeling of fracture are the continuous

interface, interface element, and the cohesive models. Each provides an adequate method for

surface creation with little distinction between the models. The di�erences between these

models is somewhat tenuous in that they each incorporate an interface behavior, evaluate

failure, then modify the interface behavior to simulate surface creation. The similarity between

the interface element and cohesive models is exempli�ed in the work of Foulk et al. [11] in which

cohesive models have been recast in an interface sti�ness matrix form and Bolzon [12] in which
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AN ALGORITHM TO SIMULATE SURFACE CREATION 5

the author presents a derivation of the �nite element equations with separate consideration of

interfacial conditions at a crack face. Recasting the continuous interface method as a cohesive

model in which the traction-displacement relationship is in�nite at zero displacement and zero

everywhere else provides the �nal link between the three models. Although the distinction

between these three techniques is not great, the early development of each followed parallel

paths with few connections and therefore, provides a convenient means of discussion of exo-

element fracture techniques.

2.1. Continuous Interface

The continuous interface approach is the most used method of the exo-element techniques. The

reason for its popularity is the relative simplicity of its implementation. With this method,

the interface between two adjacent elements remains continuous with no relative motion at

the interface until fracture occurs. This model, therefore, does not a�ect the behavior of the

structure before fracture occurs. This model requires a computational method to selectively

constrain elements together and a method for evaluation of failure criteria.

In the simplest version of this model, a crack is assumed to propagate along a symmetry

plane in a two-dimensional model. As load is applied and the failure criteria are satis�ed,

the boundary condition constraining nodes to the symmetry plane are sequentially released

and the simulated crack propagates. The appeal of this model is twofold; �rst the selective

enforcement of boundary conditions is a simple matter given the current state of development

of FE codes,and secondly, the crack path is known a priori so the evaluation of fracture

criteria can be applied at known crack tip locations. The utility and simplicity of this method

is exempli�ed by its availability in a wide variety of FE codes (e.g. [13]).
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6 JM GERKEN, JG BENNETT, FW SMITH

A more complex application of the continuous interface model is constraining adjacent

elements together so that cracks can propagate between two elements within the mesh. The

added complexity of this method is due to the necessity of selectively constraining adjacent

nodes to one another. If the crack path is known or estimated a priori, the added complexity

can be limited to the interfaces along the path, and the fracture criteria evaluation can be

done as in the symmetry plane method. This method has also been used with some success.

See, for example, the work of Kanninen et al. [14] in which the authors use sequential node

release along a single line of double noded elements to model crack growth in a weld induced

residual stress �eld.

If the crack path is unknown prior to the simulation, the crack must be allowed to propagate

along many di�erent paths, with the FE solution providing the evolution of the crack path.

With this method, as a crack approaches an element, it may propagate along any edge of the

element. The diÆculties of this method include selectively applying constraints to coincident

node groups that may range in number from two to eight or more and also evaluation of

fracture criteria at arbritrary locations in the mesh. While the increase in the number of

nodes at a single location adds some computational complexity in terms of the amount of

data that must be stored, evaluation of standard fracture criteria for complex geometry, with

an arbitrary number of cracks propagating along unknown paths is, by far, the more diÆcult

task. It has proven to be a major obstacle to developing validated models of fracture for

general application. One development of this method in two dimensions has been done by

Gerken [15] and applied to a simulation of fracture of High Explosives [16]. The method was

implemented into the implicit FE code ABAQUS/Standard and the authors used available

routines to selectively constrain nodes together and evaluated fracture based on the average
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AN ALGORITHM TO SIMULATE SURFACE CREATION 7

stress at the interface and elastic plastic fracture mechanics applied to an assumed small crack

located at the interface.

2.2. Interface Element

The interface element method, as its name suggests, utilizes an element located at the

interface between two structural �nite elements and are incorporated into the global sti�ness

matrix during assembly and solution. This interface element either transfers load between

the structural elements to simulate continuous material or does not transfer load to simulate

free surface between the two elements. These interface elements typically have the dimension

spanning the adjacent elements much smaller than other dimensions on the interface. The idea

behind this type of model is that all the necessary behavior for fracture can be handled in this

interface element and the behavior of the structure is modeled with the structural elements.

In comparison with the continuous interface models, the interface element method does not

increase the degrees of freedom, but will increase the size and possibly a�ect the numerical

stability of the global sti�ness matrix. These additions are balanced by the elimination of the

constraint enforcement that is necessary for the continuous interface method.

These methods have gained particular popularity in the modeling of discontinuities in

geologic and structural composite materials and their development has a timeframe similar

to that of the development of the computational implementation of the FE method. One early

development of a model for jointed rock is that of Goodman et al. [6] which extends the nodal

linkage model of Ngo and Scordellis [17] to a two dimensional interface element. This interface

element is deformable and will transfer both compressive and shear load. If the load at the

interface is tension, neither shear nor normal load is transferred across the interface. Perhaps
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8 JM GERKEN, JG BENNETT, FW SMITH

the most seminal work in this area is that of Desai et al. [7] in which the authors further

develop and investigate a �nite thickness interface element to model soil-structure interactions

and rock joints which was �rst presented by Zienkiewicz et al. [18].

There is a distinct connection between the interface element and the intra-element techniques

with the main di�erence lying in the location and method of crack propagation. For the

intra-element methods a crack may propagate through the bulk material and is simulated by

modi�cations to the sti�ness matrix of a structural element. In the interface element method,

a crack is only allowed to propagate along the edges of a structural element and the behavior

of the interface elements is intended to simulate the behavior of a crack.

2.3. Cohesive Zone

The cohesive zone or cohesive interface method has become a popular model in recent years

and has shown much promise in the simulation of fracture processes using a generalized local

approach. The basis of these models stems from early work in fracture mechanics in which it

was postulated that a zone of stress bridging advances ahead of a crack tip [19, 20]. These

ideas are incorporated into the cohesive model by de�ning a traction-displacement (� � Æ)

relationship in which the traction applied to the adjacent elements is a function of the relative

displacement at the interface. These methods have been implemented into standard FE analysis

by including the surface traction as a mixed boundary condition or conversely, by converting

the � � Æ relationship to an element sti�ness matrix and directly incorporating the interface

as an element.

The roots of these models can be traced back to the use of spring (i.e. force - displacement)

elements to constrain adjacent nodes together. The most inuential work on recent e�orts is
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AN ALGORITHM TO SIMULATE SURFACE CREATION 9

the work of Needleman [21] and Xu and Needleman [8] in which the authors have presented a

phenomenological � � Æ relationship taking into account both shear and normal deformations

at the interface. Subsequent investigation of models of the type presented in [8] and [21] have

shown that the details of fracture can be accurately reproduced if the mesh adequately resolves

the material cohesive zone [22]. Analytical and experimental investigation of interfacial � � Æ

relationships for particulate composites has recently been undertaken by Liu et al. [23, 24].

This work provides a physical basis for use of � � Æ relationships to model fracture.

2.4. Discussion

The use of these techniques to simulate fracture in two-dimensional models appears to

have reached a critical mass as indicated by the exponential increase in their application

to a wide variety of problems, with the implementation usually resulting from user-written

programs. Although this increase has been rapid in recent years, there still exists a vacuum

in commercially available codes for methods of simulating fracture. There has been a limited

amount of e�ort to apply a fracture modeling technique using the available capabilities of

codes written for general application [15, 16, 25, 26] but direct incorporation of these methods

as a standard modeling technique is still lacking.

Application of these techniques to three-dimensional simulation is far lagging its two-

dimensional counterpart. Although the application of the fracture techniques to three-

dimensional problems is conceptually straightforward, the lag appears to stem from the

diÆculties inherent in the logistics of the discretization of the structure and the additional

computational expense necessary for these models. While commercially available pre-

processing tools are available and will do an adequate job of discretizing most structures for
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10 JM GERKEN, JG BENNETT, FW SMITH

FE simulation, the construction of a mesh, for example, in which each element is de�ned by

unique node numbers is not a simple matter. In addition, selective application of inter-element

constraints is not a well-developed or widely available technique in commercial FE codes.

Remeshing or mesh modi�cation, which is an alternative to non-standard mesh de�nitions, is

not easily extended to three-dimensions and also is not widely available.

As recently as 1999, Ortiz and Pandol� [27] state that \The three-dimensional tracking

of dynamic cracks in solids undergoing large-scale plasticity has received scant attention in

the FE literature." The work for which this statement served as an introduction was the

development of a three-dimensional model for the cohesive technique and has been the platform

of many recent applications in three-dimensional simulations [28, 29, 30]. In addition, other

element separation methods have been developed and implemented in research and government

developed FE codes (e.g. DYNA3D and LUSAS) primarily in the form of deformable interface

methods [31, 32, 33]. Separation techniques for a node pair have been available for some time

in many widely available FE codes but their general application to three-dimensions is less

than straight-forward.

Another obstacle to modeling failure is the development of accurate, generally applicable,

interface failure criteria. While there are many analytical and phenomenological techniques

for evaluating failure, the predictive ability of these models in a numerical approximation

can be inadequate. Currently, the modeling of a geometrically complex, non-linear structure,

with an arbitrary number of failure locations, is a task that has only been accomplished in

which the numerical model is a close approximation to the failure process itself. Because the

numerical models that are commonly used to simulate structures do not closely approximate

failure processes, it is likely that failure criteria for application in these scenarios will be
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AN ALGORITHM TO SIMULATE SURFACE CREATION 11

phenomenological and therefore will need rigorous investigation to determine their envelope of

utility.

3. ALGORITHM

A method that greatly simpli�es the use of exo-element fracture modeling has been

programmed into a research version of the FE code DYNA3D [10]. DYNA3D is an explicit FE

code for analyzing the transient dynamic response of three-dimensional solids and structures.

The method is designed to be transparent to the modeler so that minimal e�ort is required to

simulate material failure. It also provides a testbed to evaluate interface failure models in an

explicit dynamics FE code.

This algorithm provides two principle modi�cations to the standard DYNA3D simulation.

One is the preprocessing modi�cation to the mesh and the second is the modi�cation to the

FE solution procedure. Shown in Figure 1 is a ow chart showing the changes in the steps

for DYNA3D input processing for the fracture algorithm and also implies the necessary input

from the user. In a standard DYNA3D analysis, data for all the materials are read, then

data for all the nodes, elements, loads, etc. are read, and then the code proceeds with the

FE solution. Implied in the ow chart, the user must indicate in the input �le which groups

of elements will be allowed to fracture by including a ag on the material comment card for

each fracturing material. The user must also provide the data for the fracture criteria for

each of these materials. All other materials are treated in the standard manner. This method

allows the analyst to select the region that will be allowed to fracture and therefore, limit

computational expense. After data for all the materials are read, the nodes and elements are

read as usual.
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Figure 1. Flow chart showing input algorithm for fracture simulation.

Once the data for the entire mesh have been read, the meshes for the groups of elements

that will be allowed to fracture are modi�ed. Each of the elements in the group is rede�ned

so that they have unique node numbers. This allows for each element to completely separate

from the rest of the mesh based on the element de�nition at the beginning of the solution

and obviates the need to rede�ne the mesh during the solution procedure. While this type of

de�nition increases the number of nodes to 8 times the number of elements in the group for the

entire simulation, it works well with the solution and post processing procedures of DYNA3D.

Copyright c 2000 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2000; 00:1{27

Prepared using nmeauth.cls



AN ALGORITHM TO SIMULATE SURFACE CREATION 13

After the element connectivity has been rede�ned and the necessary nodes added to the node

list, displacement boundary conditions that were placed on the original nodes are applied to

the added coincident nodes. The additional memory requirements include the additional space

for the added nodes and, with N being the total number of interfaces in the element group,

an 2�N integer array to store the two element numbers that make up the interface and an

8�N integer array to store the 8 nodes that make up the interface.

Shown in the ow chart in Figure 2 is the solution algorithm for the fracture element groups.

After an FE solution has been obtained, each unfractured interface in each fracture group is

evaluated to determine if it should separate. For a developer, the failure criteria can be quite

general with only a few things required by the general program. Information that is either

available or derivable to evaluate the failure criteria include:

(i) nodal variables | acceleration, velocity, displacment, position, force, mass, etc.,

(ii) element variables | �, _�, �, material parameters, etc.,

(iii) time | increment, total,

(iv) interface parameters and history variables.

If the failure criteria determine that the interface has failed, the coincident nodes on this

interface are no longer de�ned as adjacent to each other and are allowed to separate. If the

failure model includes interface behavior, such as a � � Æ relationship, this is incorporated by

including these forces in the nodal force vector of the FE solution. Once the interface failure

has been evaluated, the list of adjacent interface nodes is used to group all the nodes that are

coincident. Then for each of these coincident node sets, the average acceleration for the set is
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Figure 2. Flow chart showing solution algorithm for fracture simulation.

determined using Newton's Second law as follows,

~F =
X

i

~fi (1)

M =
X

i

mi (2)

~�a = ~F=M (3)

where i is the number of coincident nodes in the set, ~F is the total force vector acting on the

set, ~fi is the force vector on each node in the set, M is the total mass of the set, mi is the
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AN ALGORITHM TO SIMULATE SURFACE CREATION 15

mass of each node and ~�a is the average acceleration of the set. The force vector, ~fi, for each

node in the set is then replaced with the average force acting on the entire set as follows,

~fi = mi
~�a (4)

This method ensures that all of the nodes that are coincident maintain the same acceleration

until separation occurs.

Also incorporated in the algorithm is a modi�cation to the Slidesurfaces with Adaptive New

De�nitions (SAND) contact algorithm in which the fully separated interfaces are added to the

contact surface de�nition. The SAND contact algorithm is an automatic contact algorithm that

uses external element faces as the contact surfaces and was designed to allow for the addition

of element faces to the contact surface as elements fail and expose new element faces. The

algorithm determines all the external element faces at the start of the simulation and then will

add element faces to the contact surface as elements fail. For use with the fracture algorithm,

all the faces of elements in a fracture group are included in the contact surface as external faces.

This is because all the elements have unique nodes and, therefore, appear to be completely

external. This automatically determined contact surface is modi�ed to exclude each element

face that is part of an interface. As the interface fails the two surfaces that de�ne the interface

are added to the contact surface. This is useful, for example, in fragmentation simulations in

which many pieces may evolve from a single structure and subsequently interact. While this

technique can be useful, it should be noted that the memory requirement and computational

expense of including all the element surfaces for a fracture group in the contact algorithm

preclude its use in all but the most necessary situations.
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4. EXAMPLES

This section demonstrates the use of the algorithm described above and makes comparison

with previous work. These include comparisons of simulation details in which similar problems

are analyzed with and without fracture, and comparisons of the results of simulation with

another implementation of a fracture algorithm. Although no study of failure criteria has been

made, it is interesting to note how simple models of failure perform and help to point out

de�ciencies in current methods.

4.1. Fracture/No Fracture Comparison

To investigate the performance of the algorithm relative to a standard simulation, a sample

problem has been developed. It is a simulation of 10 ms of a 0.01 m diameter ceramic ball

impacting a rigid plate. The ball has an initial velocity of 75 m/s normal to the plate and

50 m/s tangent to the plate. In the coordinates of the simulation, the normal velocity is in

the negative y-direction and the tangent velocity is in the positive z-direction. The static and

dynamic coeÆcients of friction between all surfaces are 0.5 and 0.1 respectively. The rigid plate

has been modeled as a 0.02m � 0.02m � 0.01m rigid material with 25 brick elements and has

a contact sti�ness similar to the sti�ness of common steel. The ball has been modeled as a

linear elastic material with the nominal properties of Alumina (Al2O3) given in Table I. The

failure criterion is a tensile stress failure criterion{i.e. if the tensile stress across an interface

is greater than the tensile strength of Alumina, the interface fails. Because fragmentation is

expected to occur, the modi�ed SAND contact algorithm has been used.

For comparison 6 di�erent meshes of the ceramic ball were constructed. The number of

elements in the 6 di�erent meshes are 256, 425, 648, 2800, 8775, and 20,000. Figure 3 shows

Copyright c 2000 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2000; 00:1{27

Prepared using nmeauth.cls



AN ALGORITHM TO SIMULATE SURFACE CREATION 17

Table I. Properties of Alumina

Young's Modulus = 366 GPa

Density = 3.96 g/cc

Poisson's Ratio = 0.22

Tensile Strength = 310 MPa

the mesh of the ceramic ball containing 2800 elements. The meshes for the other simulations

are similar. Shown in the fractured meshes of Figure 4 is the 2800 element ceramic ball after

impact with the rigid surface. It can be seen that the mesh has broken into several large pieces

of ceramic with many small particles occurring near the impact and rear section of the ball.

This result is typical of all the simulations, which have typically four major features;

(i) a fracture along the center of the ball, in the plane of the velocity vector,

(ii) a major fracture along the center of the ball, in a plane approximately perpendicular to

the plane of the velocity vector,

(iii) a major fracture plane at about the mid-section of the ball, but parallel with the rigid

surface,

(iv) disperse fragmentation near the bottom rear of the ball.

The comparison of the computational details of the simulation without and with fracture

and for a varying number of elements are shown in Table II and III respectively. In the table,

the columns indicate the total number of elements, total number of nodes (Total number

of elements � 8 in the fracturing simulation), memory required, and time per element step

(TotalT ime=(#steps�#elem)). The time per element step is the time it takes to process one

element one time step and is a measure of the computational cost of a particular method of
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18 JM GERKEN, JG BENNETT, FW SMITH

Figure 3. Mesh of ceramic ball containing 2800 elements.

Table II. 10 ms simulation with no fracture.

Elements Nodes Memory (Mb) Time (�sec)

1 256 321 0.920 17.1

2 425 520 1.370 16.5

3 648 779 1.959 15.5

4 2800 3137 7.386 14.2

5 8775 9504 22.143 13.9

6 20000 21271 49.518 14.8

simulation.

The comparison shows that for all the simulations the fracture model is approximately 3{4

times more expensive, in terms of time per element step, than the non-fracturing model. In

terms of memory, the fracture algorithm requires 3.6{4.8 times more memory than the non-

fracturing algorithm. Because the fracturing algorithm increases the memory requirements in

direct proportion to the size of the problem, it is expected that this memory penalty would
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Figure 4. Fractured 2800 element ceramic ball 5.0 ms after impact.

increase as the size of the problem increases. For use in a model of a structure in which the

general location of failure might be known a priori, the group of elements that are allowed to

fracture can be limited and therefore limit the computational expense of the fracture algorithm.
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20 JM GERKEN, JG BENNETT, FW SMITH

Table III. 10 ms simulation with fracture.

Case Elements Nodes Memory (Mb) Time (�sec)

1 256 2048 3.327 60.7

2 425 3400 5.381 54.4

3 648 5184 8.076 53.4

4 2800 22400 33.847 52.5

5 8775 70200 105.04 56.0

6 20000 160000 238.66 61.6

4.2. Comparison with Cohesive Zone Model

As a comparison of the implementation of the algorithm presented here with that of another

method, a simulation similar to that of Pandol� et al. in [30] has been performed. Presented

by Pandol� et al. in [30] are the results and simulation of the impact of a notched three-point-

bend steel beam experiment illustrated in Figure 5. The simulation used a cohesive interface

model of fracture and showed remarkably good comparisons with the experimental results.

The authors presented excellent agreement with experimentally observed crack initiation time

and velocity for one of the simulations presented.

To compare results of the algorithm presented here, the mesh in Figure 6 was constructed.

The colors indicate element material groups, with the purple being the impactor and the

light blue and tan are the specimen. The mesh size along the centerline of the specimen is

approximately 1.4 mm � 1.6 mm, which corresponds to the coarser mesh size used by Pandol�

et al. The specimen was modeled as a bi-linear elastic-plastic steel with a tangent modulus in

the plastic region of 50 GPa. This is in contrast to the J2 plasticity with power law hardening,
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Figure 5. Experiment of Pandol� et al. in [30].

rate dependency and linear thermal softening material model used by Pandol� et al. The

impactor has been given a constant velocity of 10 m/s with contact conditions between the

specimen and the impactor. In the �gure, the tan group has been modeled with the separation

algorithm. The failure criterion is a normal stress failure, as was used in the previous section.

The failure normal stress is 2 GPa, which corresponds to the maximum cohesive stress used

by Pandol� et al.

The results of this simulation showed, as expected, that the crack propagates straight

ahead from the pre-notch. The most notable di�erence in the two simulations is the crack

initiation time. The initiation time for this simulation is at 0.134 ms whereas, the cohesive

zone model predicts initiation at approximately 0.11 ms for the cohesive zone model, which is

approximately the same as that seen in the experiment. The subsequent crack growth predicted

by this model is shown as length vs time in Figure 7 and as crack velocity vs time in Figure

8. In comparison with the cohesive zone model, these results show some similarities. Notably,
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Impactor

Figure 6. Mesh containing 16384 total brick elements.

the crack velocity in both simulations shows a slow start followed by a more rapid growth rate.

Also, a rough estimate of the average crack speeds for both models shows that after this slow

start, the crack speed is about 700 m/s for about 0.1 ms.

While exact similarities between the two simulations are limited, the model presented here

has reproduced the general nature of the cohesive zone model. The di�erences might be

explained by the di�erences in the particulars of the models. The cohesive zone model dissipates

energy in both the material model and the cohesive zone model while the model presented

here only dissipates energy in the material model. It is a plausible that a higher �delity failure

criterion, such as the cohesive model of Pandol� et al., would more accurately reproduce the

experimental results.
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Figure 7. Length vs time for the simulated crack growth.

Figure 8. Crack speed vs time for the simulated crack growth.
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5. SUMMARY AND CONCLUSIONS

In the past, many methods have been employed to model fracture within the FE framework. In

previous developments, intra-element approaches such as continuum damage as well as more

complex methods such interface separation have been used with some success. While many

examples of their use are available, their widespread use in simulation is limited. This seems

to stem from the complexities involved in the implementation and use of such algorithms. The

algorithm presented in this paper is designed to simplify the use of interface separation fracture

modeling while providing a testbed for much needed generally applicable failure criteria.

The algorithm, implemented in the explicit FE code DYNA3D, handles the mesh de�nition

and solution diÆculties with minimal additional e�ort required of the user. The method uses

a standard input �le for a FE simulation of a structure modeled with standard 8 node brick

elements. The user must indicate the element group(s) that will be allowed to have surface(s)

initiate and propagate and also must input interface failure parameters for each element group.

The algorithm then modi�es the standard mesh de�nition so that unique node numbers de�ne

each element. The original continuity of the structure is maintained by averaging the nodal

accelerations for each coincident node set then applying this average acceleration to each of

the nodes in the set. When the failure criteria for an interface are met, averaging is no longer

performed, thereby allowing the coincident nodes to separate. In addition to surface creation,

modi�cations to the Slidesurface with Adaptive New De�nitions contact algorithm will include

the newly created surfaces in the contact surface de�nitions. This allows the contact of these

new surfaces to be modeled using the same contact considerations of the original FE model.

While an investigation of the failure criteria has not been studied here, a simple,

normal stress failure criterion has demonstrated that the algorithm will reproduce some
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of the features of fracture, while also showing some de�ciencies. It is expected that

faithful use of a higher �delity failure model would more accurately reproduce the

details of fracture. Also, in a comparison with a non-fracturing standard simulation,

the algorithm is shown to be 3{4 times more computationally expensive. This is

a reasonable penalty for the ability to simulate surface creation in a simulation.
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